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1. Introduction

The progress in catalysis and transition metal chemistry is
hardly possible without understanding of the mechanisms of chem-
ical transformations at molecular level. Accurate information about
structure, properties, reactivity and relative energies of the species
involved in the reaction – initial complexes, intermediates and
products – is a requirement for any mechanistic study and for
design of more efficient catalytic processes. Currently, structure
and properties of stable complexes are a subject of routine mea-
surements with modern analytic tools. However, lack of reliable
experimental techniques to obtain an accurate knowledge on
transient species as well as specific transition states is one of bottle-

necks of real progress in the designing of better and more efficient
catalysts.

Development of theoretical methods and rapid increase of com-
putational power in recent decades made it possible to carry out

http://www.sciencedirect.com/science/journal/13811169
http://www.elsevier.com/locate/molcata
mailto:morokuma@emory.edu
dx.doi.org/10.1016/j.molcata.2010.03.015
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Scheme 1. (A) Catalytic Suzuki–Miyaura coupling reaction (isolated yields 89–97%); (B) ONIOM (B3LYP/Lanl2dz:UFF) optimized structure of the EG-12-Phos ligand with the
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riphenylphosphine core highlighted by space-filling representation [24].
2009 American Chemical Society. Reproduced with permission.

omputational studies of these species with accuracy similar to
hose of experimental measurements. Currently, theoretical stud-
es of small molecules became a powerful tool, which is very often
tilized to guide complicated experimental investigations and pre-
ict new chemical reactions. However, in spite of great progress in
heoretical studies of small chemical systems, studies on real-size

olecular systems involved in catalysis still remain problematic.
ue to technical limitations the real-size molecules still cannot be
subject of highly accurate quantum chemical investigations.

Latest development of hybrid theoretical approaches provides
real opportunity to study large molecular systems by dividing

hem into several subsystems (layers) and treating them at differ-
nt levels of well-developed conventional computational methods.
n these hybrid approaches, the most important and relatively
mall part of the real system, where the bond formation and bond
reakage occur (the active part of the catalyst and reactants), is
reated at the most accurate computational levels (high layer, i.e.
uantum mechanically (QM)). Other parts (subsystems) of the real
ystem, which are not directly involved in the studied chemical
eactions, are treated at the less demanding computational levels
such as low level quantum mechanical (QM) or molecular mechan-
cs (MM) methods). In literature, the targeted systems are often
artitioned into two (high and low) or three (high, medium and

ow) subsystems, and the resulted hybrid methods called (in two-
ayer approach) as QM/QM, QM/MM, ONIOM(QM:QM) or ONIOM
QM:MM). As pointed out in many theoretical papers, utilization of
he well-developed hybrid approaches significantly speeds up the
alculations and overcomes the size-limitation in computational
tudies [1,2].

Several implementations of the hybrid QM/QM and QM/MM
pproaches are available [3–6] and their applications to study
etal-containing systems have been widely reviewed [7–11]. A
ore specialized reviews on the application of hybrid methods

n inorganic chemistry [12], in substitution and rearrangement
eactions [13], in selectivity of organic and bioorganic reactions
14], in modeling of zeolites [15], in computation of transition

etal NMR chemical shifts [16], and in studies of biological
ystems [17–20] are also available. A compilation of available soft-
are to carry out hybrid calculations has been also published

21].
The subject of our review is the application of the hybrid meth-

ds to reveal the role of molecular environment in ligands, reactants

nd metal complexes. We discuss what properties of transition
etal complexes can be calculated, which theory levels should be

tilized and what accuracy can be expected. The discussion is based
n recent studies published in 2008–2009 and utilizing ONIOM as
ell as other hybrid approaches.
2. Hybrid theoretical methods in the studies of transition
metal systems

The first two sections of this review highlight the influence
of ligand structure (Section 2.1), and reactants (Section 2.2) on
catalytic activity of transition metal systems. The next sections
describe a more complicated multinuclear metal species (Section
2.3) and reactions on surfaces (Section 2.4). In the final sections we
summarize the information on the theory levels used, and recent
developments in the hybrid methodology (Sections 2.5 and 2.6,
respectively).

2.1. The influence of ligand structure on catalytic activity of
transition metal systems

Ligands of transition metal centers can strongly influence reac-
tivity of transition metal complexes by altering electronic structure
of the transition metal atoms, by preventing the coordination
sphere of the metal centers from full saturation, and/or by directly
involving into catalytic process as an alternative reactive center.
Here we discuss the role of the size and type of widely used ligands
in catalysis.

The size of ligands could be crucial in stabilization of coordina-
tively unsaturated transition metal complexes, which are known
to show enhanced catalytic activities compared with their coordi-
natively saturated analogs. Typical ways to generate such reactive
species are: (a) to add the required amount of ligand to the ligand-
free metal precursor, for example usage of Pd2dba3:PR3 = 1:4
mixture to generate Pd(PR3)2 (see, for example Refs. [22,23]), or
(b) to design a specific ligand (with a massive shape and large
steric bulkiness), coordination of which to the transition metal
center prevents coordination of other ligands to the metal while
allowing the binding of the reactants [24,25]. For example, it was
shown that the use of modified triphenyl phosphine ligand bearing
dodeca(ethylene glycol) chains (EG-12-Phos ligand) significantly
enhances the catalyst efficiency in Suzuki–Miyaura coupling reac-
tion (Scheme 1) [24]. Connolly solvent-excluded volumes of the
pure PPh3 and EG-12-Phos ligands were calculated to be 230
and 6720 Å3, respectively [24]. ONIOM(B3LYP/Lanl2dz:UFF) calcu-
lations revealed the structure of this ligand: it was found that folded
structure of the ligand was by 68 kcal mol−1 more stable than its
linear chains structure (Scheme 1). These calculations confirmed a

gigantic size of the modified ligand compared to a small phosphine
ligands usually used in the Suzuki–Miyaura coupling (and many
other) reaction. The catalytic system with the EG-12-Phos ligand
was found to be highly efficient for unactivated aryl chlorides as
the reactant and resulted in high product yields [24]. The observed
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isomer of the complex (H)2Ru(PR 3)2(LCH2BHR) was the AL form,
while its BL and CL isomers were calculated to be higher in energy
by 7.5 and 1.9 kcal mol−1, respectively. Surprisingly, for L = SMe a
coupling of the cis-hydride and borohydride ligands was observed
and an analog of the isomer BL with two B-H bonds became the most
cheme 2. High and low levels of the ONIOM calculations of C–C coupling reaction,
n Scheme 3) [29].

2007 Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.

igh catalytic activity of this system, most likely, is originated by
he higher concentration of unsaturated species. A similar effect
as also discussed for the tetraethylene glycol moieties attached

o the phosphine [26] and NHC [27] ligands. Although it is quite
seful to model linear and chain structures of the ligand and to com-
are their relative energies, it should be pointed out that molecular
ynamics simulations would provide more accurate description of
he system.

Computational study of C–C bond activation by
RuL2(PPh3)(CO)(H)2] complex provided an impressive illus-
ration of the ligand effect on formation of unsaturated species
nd altering the reactivity of the metal complex [28]. Comparing
alculations of small model system with full size system at ONIOM
evel it was reported that each PPh3/NHC substitution in the ligand

labilizes the remaining Ru–PPh3 bond by about 10 kcal mol−1

NHC = 1,3-dimesitylimidazol-2-ylidene; IMes). The easier PPh3
igand loss was attributed to the increased steric repulsions in the
omplex. Mechanistic study showed that the presence of the NHC
igands did not directly promote C–C bond activation step, but
ather it facilitates formation of highly reactive 14e unsaturated
ntermediate [Ru(NHC)2(CO)] due to PPh3 dissociation and H2 loss
rom the initial structure. This unsaturated intermediate was very
eactive towards the C–C bond activation [28].

Previously, by utilizing of two-layer ONIOM approach we have
hown that ligands of transition metal centers may effect not
nly the structure and energetic parameters of reactants, inter-
ediates, transition states and products of the reaction, but also
ay completely alter the reaction pathway (Scheme 2) [29]. In

his study, geometries of the proposed reactants, intermediates,
ransition states and products of the C–C coupling reaction in
Pd(CH3)2(PR3)2] were optimized at the ONIOM(B3LYP:HF) level.
heir energetics was calculated at the ONIOM(B3LYP:B3LYP) level,
ith different basis sets for the model and real systems, at the
NIOM(B3LYP:HF) optimized geometries. It was found that Pd–P
inding energy was of much importance for the reaction mecha-
ism.

As seen in Scheme 3, in general, the C–C coupling in these
omplexes may proceed via two distinct pathways involv-
ng coordinatively saturated (four-coordinated: 1 → 2-TS → 3)
nd coordinatively unsaturated (three-coordinated: 1 → 4 → 5-
S → 3) intermediates. The calculations shown that energy
arrier associated with the C–C reductive elimination fol-

ows the trend for the four-coordinative pathway: L = PPh3
�H /= = 22.2 kcal mol−1) < L = PH3 (�H /= = 24.2 kcal mol−1) < L

/= −1 /=
PCy3 (�H = 27.4 kcal mol ) < L = PMe3 (�H = 29.1 kcal
ol−1). However, in the case of the three-coordinated pathway

he complex with tricyclohexylphosphine ligand becomes more
eactive and energy barrier associated with the C–C reductive
limination changes in the following trend: L = PCy3 (�H /=
e R′ H, Me, Ph and Cy (similar partitioning was also utilized for 4 and 5-TS showed

= 21.9 kcal mol−1) < L = PPh3 (�H /= = 24.2 kcal mol−1) < L =
PH3 (�H /= = 26.9 kcal mol−1) < L = PMe3 (�H /= = 30.8 kcal
mol−1) [30]. Which of these pathways is going to be operative
was determined by the strength of the Pd–PR3 bond; dissocia-
tion enthalpy of the Pd–PR3 bond in complex [Pd(CH3)2(PR3)2]
decreases in the order: L = PMe3 (�H = 18.8 kcal mol−1) > L = PH3
(�H = 15.0 kcal mol−1) > L = PPh3 (�H = 12.1 kcal mol−1) > L = PCy3
(�H = 10.6 kcal mol−1). From these calculated results it is clear that
C–C coupling in [Pd(CH3)2(PCy3)2] prefers the three-coordinated
pathway because of relatively smaller PCy3 dissociation energy
(compared with other studied phosphine ligands).

It should be pointed out that generation of unsaturated Ru
species with NHC ligands was utilized in C–C bond breakage reac-
tion (see Ref. [28] and the discussion above), while formation of
unsaturated species in Pd/phosphine system facilitated C–C bond-
formation reaction [29]. In both cases the reactivity of the metal
complexes was enhanced through ligand dissociation and forma-
tion of unsaturated species. Clearly, the further computational
mechanistic studies are required to reveal a general concept of the
reactivity of unsaturated transition metal complexes and under-
stand the role of metal/ligand effect.

Comparative structural study of the hydride complexes of Ru has
shown that even subtle changes in the size of ligand may trigger the
mode of coordination (Scheme 4) [31]. For L = PPh2, the most stable

′

Scheme 3. Carbon–carbon bond formation through the four-coordinate and three-
coordinate pathways (L = PH3, PMe3, PPh3 and PCy3) [29].
© 2007 Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.
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cheme 4. Different isomers of the Ru complex due to ligand interactions [31].
2009 Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.

table compound, while the isomers AL and CL were calculated to
e higher in energy by 12.0 and 4.1 kcal mol−1, respectively [31].
he results of this theoretical study were in excellent agreement
ith the experimental X-ray analysis, thus, confirming the reliable

hoice of the ONIOM calculations for revealing structural effects in
hese metal complexes.

Ligand exchange reactions may also have pronounced effect
n the reactivity of transition metal complexes. Understanding
he nature of the concurrent binding of the phosphine ligand
nd CO is of much importance to rationalize the mechanism of
arbonylation. It was reported that the mechanism of this reac-
ion may involve rate-determining PPh3 dissociation from the
Co2(CO)5(CH–COOEt)(PPh3)2] complex followed by fast coordi-
ation of CO [32]. At the ONIOM level, the dissociation of the
riphenylphosphine ligand was found to proceed barrierless with

G = 5.9 kcal mol−1. The ONIOM study has also addressed the
echanism of CO ligands exchange involving both terminal and

ridging ligands [32]. Depending on the type of cobalt complex
nd ligands rather different values of free energy of CO dissociation
ere calculated: 7.5, 14.9, 19.7, and 30.1 kcal mol−1 [33].

Dynamical environmental effects of the ligands were studied
ith ONIOM-MD calculations. Molecular dynamics calculations

t the ONIOM(HF:MM3) level were carried out to study reduc-
ive elimination reaction [34] cis-(H)2Pt(PR3)2 → H2 + Pt(PR3)2 and
ynamic behavior of H2 molecule in the [PtH(H2)(PR3)]+ com-
lex (R = H, Me, Ph, tBu) [35]. In the reductive elimination
eaction dynamic effects increased the reactivity in the order:
Bu > Ph > Me > H [34]. In the second case, the dynamic environ-

ental effect of the large P(tBu)3 ligand increased the energy
uctuations, thus, prompting rotation and dissociation of the coor-
inated H2 molecule [35]. Interestingly, the large steric bulkiness
f the ligand show its effect on the reactivity in such pronounced
ay, which is usually neglected in typical calculations of the static

tructures.
Different electronic structure methods can be combined within

he ONIOM approach. This feature is especially important for high
ccuracy levels like CCSD(T), which impose scaling restrictions
or large molecular systems. Single point ONIOM[CCSD(T):B3LYP]
alculations were carried on the ONIOM(B3LYP:HF) optimized
eometry to gain an insight into nitrogen activation by molybde-
um complexes (Fig. 1) [36].

The potential energy surface for the nitrogen activation was in
good agreement with earlier model calculations on the molybde-
um systems [37–40] and revealed important information about
he ligand environment effect. The ONIOM[CCSD(T):B3LYP] calcu-
ated potential energy surface (Fig. 2) of nitrogen activation reaction
y [Mo(NRPh)3] (Fig. 1) provides an excellent example of the mag-

itude of ligand environment effect on reaction mechanism and
learly confirms the benefits of the hybrid method to understand
igand effect. Interesting to point out, the study has shown that
igand environment acts not only in terms of steric bulk of the
ubstituents R, but also exhibits significant electronic destabiliza-
Fig. 1. (A) The structure of the �-N2 intermediate in nitrogen activation mechanism;
(B) ONIOM partitioning of the complex (Ar Ph, R Et) [36].
© 2009 Wiley Periodicals, Inc. Reproduced with permission.

tion as the size of the ligands increases [36]. The effect of ligand
environment was also evaluated in the reaction of H2 with zirco-
nium dinitrogen complex and compared with theoretical studies
involving smaller system [41,42].

Variation of the ligand bulk can be used to suppress the reaction
pathway as was demonstrated in the combined experimental and
theoretical ONIOM(MP2:HF) study (Fig. 3) [43]. Introducing two
tBu ligands hindered the metal atom (Zn or Li) and increased the
activation energy for the reaction with Br, �E /= = 29.2 kcal mol−1.
With smaller size Me ligands (instead of tBu ligands) the activa-
tion energy was decreased to �E /= = 23.5 kcal mol−1. Calculated
reaction energy was very similar for both cases, �E = −5.0 and
−5.3 kcal mol−1, respectively. Realization of the kinetic control was
confirmed by experimental findings, which have shown that tBu
ligand inhibits the reaction [43].

Desired tuning of catalytic activity of the metal complexes can be
carried by variations in the ligand structure. In Ni-catalyzed amina-
tion of C–H bond the ONIOM(B3LYP:UFF) calculations were applied
to identify a suitable ligand to make the reaction thermodynami-
cally feasible. In fact, this requires increasing the metal–amine bond
strength and diminishing metal–amide bond strength [44]. Based
on the results of the theoretical study promising catalyst candidates
for the amination of C–H bond were predicted.

Comparison of the B3LYP calculations for the model [{Ti(�5-
C5H5)(�-O)}3(�3-CMe)] complex and ONIOM(B3LYP:UFF) calcu-
lations for the real [{Ti(�5-C5Me5)(�-O)}3(�3-CMe)] system has
shown that steric effect reduces rotational barrier of the alkylidene
ligand from 30.9 to 24.4 kcal mol−1 and relative destabilization of
an intermediate rises from 0.7 to 5.3 kcal mol−1 [45]. The origin of
slipped-sandwich structure of the silyl-substituted zinconocenes
[Zn(�5-Cp)(�1-CpH4R)] (R = SiHxMe3−x, SiH2tBu, and SiMe2tBu)
was addressed in the DFT:MM study, where the substituents on the
silicon atom were placed into the MM layer [46]. In such a case only
steric effect of the substituents was taken into account in the calcu-
lation and the electronic effect was excluded. The calculations have
shown that the changes in the zinconocene structure cannot orig-
inate from the steric effect, but from the electronic effect instead
[46].

ONIOM methodology provides not only a convenient way to
speed up the calculations, but also an excellent opportunity to dis-
tinguish steric and electronic factors of ligands on structure and
reactivity of metal complexes. Typical procedure to estimate steric
effect in the system of interest is to compare QM calculations on

the model system with QM:MM calculations on the real system.
For example, for the system with phosphine ligands it would be
PH3 and PR′

3, respectively (Scheme 5).
Two-step decomposition makes it possible to analyze both steric

and electronic effects (Scheme 6). In this procedure steric effect
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Fig. 2. Potential energy surface of the nitrogen activation reaction by [Mo(NRPh)3] complex at the ONIOM(CCSD(T):B3LYP) level for different substituents [36].
© 2009 Wiley Periodicals, Inc. Reproduced with permission.
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ig. 3. Reaction path of the benzyne formation with tBu2Zn(2-Br-anizole)Li: geome
2008 American Chemical Society. Reproduced with permission.

an be evaluated by comparing QM calculations for the reference
oint with PH ligand and QM:MM calculations for the PR′ lig-
3 3
nd (the same as above). The next step is to compare QM:MM
ecomposition point with QM:QM calculations for the real-size
ystem—this comparison provides information about the elec-
ronic effect (Scheme 6). This approach was utilized to study C–C

cheme 5. Evaluation of the steric effect by hybrid QM:MM calculations (see
cheme 2 for the description of exemplified phosphine system).
ptimized at the ONIOM(MP2:HF) level and single point energies at MP2 level [43].

bond-formation involving Pd species with different steric and elec-
tronic effects of the coordinated phosphine ligands, as represented
by the [Pd(Me)2(PH3)2], [Pd(Me)2(PMe3)2], [Pd(Me)2(PPh3)2] and
[Pd(Me)2(PCy3)2] complexes (Fig. 4) [29]. It was found that steric
effect mostly influences the initial metal complex, while electronic
effect has the most impact on the transition state. Studied steric and
electronic effects changed the reactivity in opposite manner: steric
effect decreased the activation barriers for C–C reductive elimina-
tion, while the electronic effect increased the activation barriers
[29,57].

Although the above description for the evaluation of steric and
electronic effects was exemplified for the phosphine ligands, it is
obviously suitable for the other ligands as well. Note, in order to
evaluate steric and electronic effect of a particular substituent in
the ligand this substituent should be placed in the low level (for
example, R′ in the considered phosphine ligands; see Scheme 2) in
hybrid studies.

2.2. The influence of reactant and its substituents on catalytic
activity and selectivity of transition metal systems

In the previous section we have considered the role of ligands to
tune the reactivity of transition metal complexes and to control the
direction of the chemical transformation. Another important factor
controlling reactivity of the transition metal catalysts is reactant
that also influences the selectivity of the catalytic reactions.
In order to elucidate the alkenes hydrogenation/C–H bond acti-
vation mechanisms in Ir complexes the stability and geometry of
Ir-NHC complexes with coordinated alkene unit were studied at
the ONIOM level [47]. These calculations have revealed rather small
energy difference between the coplanar and perpendicular alkene
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Scheme 6. Two-step decomposition to evaluate steric and electronic effect for the phosphine ligands (see Scheme 2 for the description of exemplified phosphine system).

Fig. 4. ONIOM(B3LYP:HF) optimized structures of the initial complexes, transition states and products of the Me–Me coupling from the [Pd(Me)2L2] complexes: 1 A–3 A:
L = PH3; 1 B–3 B: L = PMe3; 1 C–3 C: L = PPh3; 1 D–3 D: L = PCy3 [29,57].
© 2007 Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.



110 V.P. Ananikov et al. / Journal of Molecular Cat

Scheme 7. ONIOM partitioning into the high (QM) and low (the rest of the molecule)
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evels for the xanthene ligand [49].
2009 American Chemical Society. Reproduced with permission.

rientations (∼5 kcal mol−1), and have identified the role of the
teric factors in the alkene 2-position [47].

In the study of C–H bond activation by Ir/Tp′ complexes three
ifferent C–H coordination isomers of the phenyl group were
haracterized by ONIOM(BHandH:UFF) calculations [48]. Relative
nergy of the complexes resulted from ortho-, meta- and para-C–H
onds coordination to the metal was 0.0, 0.9 and 3.0 kcal mol−1,
espectively. Despite small energy difference between the stud-
ed isomers, the authors followed the pathway initiated from the
rtho-species [48].

The key-role of the isomerization step in catalytic hydroformy-
ation was studied with DFT and ONIOM methods [49]. As an
llustration, QM:MM partitioning into the high and low levels
reserving sp2 hybridization of the carbon atoms attached to phos-
horus is shown in Scheme 7. This type of partitioning was also
tilized in some other studies and it should be applied to pre-
erve correct electron donating properties of the phosphorus atom.
n example of QM:MM partitioning of the porphyrin system was
iscussed and compared to QM calculations in the study of Mn-
atalyzed alkene epoxidation [50].

It should be noted that different partitioning should be applied
f separation of steric and electronic effects of the aryl groups is
f interest. In such case the whole aryl group should be treated at
he low level method (see Section 2.1). Therefore, careful selection
f the high and low levels should be made depending on the pur-
ose of the theoretical study. Special attention should be paid for
artitioning of conjugated �-systems.

Comparison of DFT calculations on the model system and
M:MM calculations on the real system have highlighted the main

eatures of the isomerization stage in catalytic hydroformylation
eaction [49]. The xanthene ligand (Scheme 7) was found to differ-
ntiate the terminal and internal alkenes upon their coordination to
h-centers to form �2-Rh complexes. This ligand was found to sta-
ilize 1-alkene species more than 2-alkene species: the calculated

nergy difference between these structures was ∼10 kcal mol−1.
igher relative concentration of �2-(1-alkene)-Rh species was

uggested as a key-factor to control the selectivity of the sub-
equent hydroformylation reaction. Indeed, it was reported that
ydroformylation of terminal 1-alkenes proceeds more easily than
alysis A: Chemical 324 (2010) 104–119

hydroformylation of internal 2-alkenes [49]. The further studies on
this system are anticipated, since the greater stability of the �2-
(1-alkene)-Rh species could also have an opposite effect and may
hinder their reactivity.

Particularly, an interesting example of ethylene/acetylene reac-
tant selectivity was reported for the Ir/Tp′ complexes [51].
According to the ONIOM(BHandH:UFF) calculations ethylene coor-
dination to form the �2-Ir complex was thermodynamically more
preferred than coordination of acetylene (by ∼3 kcal mol−1). How-
ever, as far as the reactivity is concerned, the reaction with
acetylene proceeds via the acetylene dimerization, while ethylene
was not involved in the reaction and gave a stable �-complex
[51].

ONIOM(B3PW91:HF) calculations on the [R–N Ti-R′(L)]+ tita-
nium complexes have shown that, depending on the steric bulk,
ethylene molecule can be oriented to react either via the cycload-
dition pathway with the R–N Ti center or via the insertion pathway
involving another Ti–R′ center [52]. The cycloaddition pathway was
shown to be kinetically preferred process, while the thermody-
namic control can be applied by adjusting the size of substituents
in the groups involved in the reaction. It is an excellent example
showing that steric control can directly influence the outcome of
the catalytic reaction [52].

Further studies of the mechanistic details of ethylene inser-
tion were carried out in the zirconocene complexes [53]. Different
dependence of the energy barriers on the size and positions
of substituents was described for the chain transfer and chain
propagation stages. The difference was shown to play an impor-
tant role in producing high molecular weight polymers with
ethylene/propylene homopolymerization, while low molecular
weight polymers were afforded with ethylene/propylene copoly-
merization [53]. Molecular modeling of ethylene insertion in the
generation IV/V Ziegler/Natta catalyst at the ONIOM(TPSS:UFF)
level has shown that selectivity of this catalytic system may be fur-
ther increased, although at a cost of activity [54]. Insertion reactions
involving the double bonds of allene and vinylpyridine were stud-
ied for Ru and Os complexes with ONIOM(B3LYP:HF) calculations
to estimate the difference between the model compounds with PH3
ligands and real complexes with PPh3 ligands [55,56].

Strong reactant influence on the C–C bond formation
through the reductive elimination mechanism was reported
by ONIOM(B3LYP:HF) studies [29,57,58]. The following activa-
tion energies (�H /= ) of the R–R elimination were calculated
for the series of the [Pd(R)2(PPh3)2] complexes: 3.0 kcal mol−1

(for R CH CH2), 8.8 kcal mol−1 (for R Ph), 12.0 kcal mol−1 (for
R C CH), and 22.2 kcal mol−1 (for R Me) (Fig. 5) [29]. Clearly,
a dramatic improvement in the C–C bond formation should be
observed upon changing from methyl–methyl to vinyl–vinyl cou-
pling reaction. Indeed, this finding was confirmed in a number of
experimental studies in the framework of cross-coupling reactions
[59]. For the Pd complexes bearing different groups R and R′ the
reductive elimination from the [Pd(R)(R′)(PPh3)2] complexes was
calculated to take place with interjacent reactivity compared to
the corresponding [Pd(R)2(PPh3)2] and [Pd(R′)2(PPh3)2] complexes
[29,57,58].

Oxidative addition of phenyl thiocyanates to Pd(PR3)2 complex
may proceed either with breakage of Ph–SCN or PhS–CN bonds
[60]. The comparison of model system with PH3 ligand and real
system with PPh3 ligand has shown that oxidative addition of the
PhS–CN bond becomes more favorable by 5.6 kcal mol−1 in the lat-
ter case [60]. A comparative B3LYP and ONIOM(B3LYP:HF) study

was carried out for oxidative addition of carbon-halogen bonds to
Pd(PR3)2 complex [61] and C–C coupling in the low coordination
[Pd(PR3)(R1)(R2)] complexes [62].

Reaction of organic azides R–N3 with Zr [63] and Ni [64] com-
plexes was studied at the ONIOM level. The main attention was paid
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ig. 5. ONIOM(B3LYP:HF) optimized structures of the initial complexes, transition s
CH CH2; 1 F–3 F: R Ph; 1 G–3 G: R C CH; (see 1 C–3 C in Fig. 4 for R Me) [2

2007 Wiley-VCH Verlag GmbH & Co. KGaA. Reproduced with permission.

o the molecular nitrogen formation and the mechanism of frag-
entation process, which may involve singlet or triplet (diradical)

pecies [63,64].

A theoretical study was carried out to understand the

rigins of enantioselectivity in homogeneous Cu-catalyzed enan-
ioselective cyclopropanation reaction involving the chiral 8-
xazolinylquinoline ligand (Scheme 8) [65]. For this reaction eight
ossible transition states were calculated for each cis- and trans-

cheme 8. ONIOM (B3LYP:UFF) partitioning scheme utilized in the theoretical study
f Cu-catalyzed enantioselective cyclopropanation MM part – all Ph, Me and tBu
roups (red color), QM part – the rest of the system (blue color) [65]. (For interpre-
ation of the references to color in this scheme legend, the reader is referred to the
eb version of the article.)
2008 American Chemical Society. Reproduced with permission.
and products of the Me–Me coupling from the [Pd(R)2(PPh3)2] complexes: 1 E–3 E:

diastereomeric reaction channels and considering different relative
dispositions of the reagents. It was found that lowest energy con-
formations were always associated with a far relative disposition
of the specific groups in the reagents (the alkene and the carbonyl
group in carbene moiety). In addition, steric interaction between
the carbonyl oxygen and the group in 2-position of the quinoline
ligand made an important contribution to favor one of the reac-
tion channels. The fact is of interest, since it highlights the role of
steric interactions, which are not originated from the stereogenic
centers, but still contribute to the final enantioselectivity. For
the studied reaction calculated trans-/cis-diastereoselectivities and
enantioselectivites were in reliable agreement with experimental
data [65]. A comparative B3LYP and ONIOM(B3LYP:UFF) study of
another Cu-catalyzed cyclopropanation system has also success-
fully reproduced the experimental trends and have shown that
overall enantioselectivity of the reaction depends on the balance
of several different contributions from ligand/reactant orientations
and steric repulsions [66].

As shown above investigation of the mechanism of asymmet-
ric reactions involves analysis of several reaction channels leading

to the final product. Usually a few transition states located manu-
ally are considered in the theoretical studies. However, the recent
study on the Ru-catalyzed asymmetric hydrogenation using semi-
automated systematic search of the potential energy surface with
GRRM-ADD approach (see Section 2.6 for the method description)
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cheme 9. (A) The mechanism of the Ru((R)-BINAP)-catalyzed asymmetric hydrog
eading of R-type (TS1) and S-type (TS2) products; (D) free energy distribution of th

2008 American Chemical Society. Reproduced with permission.

t the ONIOM(B3LYP:UFF) level has revealed much more compli-
ated picture [67]. Numerous transition states were located for just
ne elementary step of the catalytic cycle (Scheme 9). The com-
lexity of the system, appeared due to bulky ligands and several
olecular arrangements in the complex, resulted in 62 transition

tates with the activation barrier below 100 kJ mol−1 (Scheme 9).
or the lowest transition states TS1 and TS2 the calculated Boltz-
ann distribution of 143:1 clearly predicts the enantiomeric excess

f >99% in favor of R-type product in total agreement with exper-
mental findings [67]. The study has suggested that ester-oxygen
oordination and carbonyl coordination direction at the reaction
enter are the microscopic origins of the selectivity (Scheme 9).
learly, GRRM-ADD guided full search of the potential energy sur-

ace of elementary steps of the asymmetric reaction coupled with
ybrid theoretical methods (QM:MM or QM:QM) offers essential
dvantage for the location of transition states, which can hardly
e achieved with the same efficiency based on a typical manual
rocedure.

Another important studies carried out for the chiral
ransition–metal systems include investigation of stereochemical
onrigidity of Rh complexes [68], mechanism of asymmetric
ydrogenation in [Rh((R,R)-Me-DuPHOS)]+ catalyzed reaction
69,70], [Rh((R)-BINAP)]+ catalyzed reaction [71], and other Rh
ystems [72].

The accuracy of the hybrid calculations in the studies of enan-
ioselective reaction was evaluated for the Ti-catalyzed cyanation
f benzaldehyde [73]. The theoretical predictions of stereoselec-
ivity were found in reliable agreement with experimental data
nd linear relationship between the calculated and experimental
�G /= values was found for the ligands with a single chiral center

73].

.3. The influence of molecular environment on structure and
eactivity of transition metal systems

Mechanistic studies carried out in recent years have suggested
hat dinuclear and polynuclear transition metal complexes and
lusters play an important role in various catalytic transforma-
ions. Two types of processes responsible for in situ modification

f the catalysts are of principle importance in this regard: (i) aggre-
ation of metal species in solution to form large metal particles;
nd (ii) leaching of the metal atoms and clusters from the sur-
ace of nanoparticles. Both types of transformations were shown
o dramatically affect a number of carbon-carbon bond-formation
on of methyl-3-oxobutanoate; (B) reaction center; (C) the lowest transition states
-type and 52 S-type transition states (<100 kJ mol−1) [67].

reactions [74–77]. Dimerization and polymerization of the metal
complexes in solution was also of key-importance to maintain high
catalyst activity in carbon–heteroatom bond formation [78–80].
These recent findings are in a sharp contrast with many generally
accepted catalytic cycles related to homogeneous catalysis, which
assume involvement of only mononuclear transition metal com-
plexes. In the present section we discuss the questions related to the
structure and reactivity of the complexes depending on the number
of metal atoms present, as well as their structural organization.

The ONIOM(B3PW91:HF) study of self-aggregation of Ru com-
plexes resulted in the dimerization energy of �E = 8–10 kcal mol−1,
which was in good qualitative agreement with experimentally
measured �G values (quantitative comparison with experiment
data was not possible, since it would require accurate calculation
of entropy contribution in solution) [81]. The theoretical study of
the dimerization process in conjunction with experimental NMR
observation of aggregation in CDCl3 solution indicated that the
aggregates are relevant intermediates for the mechanism of trans-
fer hydrogenation [81].

Formation of trinuclear complexes with Pt–Pt and Pt–Ag
metal–metal bonds (Scheme 10) was studied and the steric effect
of the phenyl groups was evaluated using the ONIOM(BLYP:UFF)
approach [82]. The analysis of the reaction mechanism has shown
that dissociative pathway takes place in the system resulting in for-
mation of complex 2 with L = PPh3, but leading to 2C with 2L = acac
(Scheme 10). Interestingly, the Ag+ center interacts with Pt and
P in 2, and with two Pt atoms in 2C. Complex 2 highlighted on
the scheme was stable enough to be isolated and studied by X-ray
technique [82].

The nature of the metal–metal bond is the key issue related to
the electronic structure of the dinuclear and polynuclear species.
Rather complicated case of “open-lantern-type” dinuclear CrII com-
plexes was investigated with a series of theoretical methods (Fig. 6)
[83]. In the DFT study the calculated energy decreases as the
Cr–Cr distance becomes shorter and the equilibrium structure was
not found. According to the ONIOM(CASSCF:DFT) calculations the
energy increases as the Cr–Cr distance becomes shorter, but the
equilibrium structure again was not found (Fig. 6C). In contrast,
ONIOM(MRMP2:DFT) level did result in equilibrium structure at

Cr–Cr distance 1.851 Å (the experimentally determined value was
1.960 Å) [83]. These calculations suggest that both non-dynamical
and dynamical correlations are important in this system, and
ONIOM approach provides flexible tool to apply desired compu-
tational level in the localized region of molecule.
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Scheme 10. Isomers of the trinuclear Pt2Ag complexes studied by ONIOM calculations (P* PR2, Rf C6F5, R H, Ph; in 2C bidentate acac ligand may be coordinated instead
of two PR3 ligands) [82].
© 2009 American Chemical Society. Reproduced with permission.
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ig. 6. (A) The structure of the dinuclear chromium complex (M Cr, R1 Et, R2 Me, R
art is shown in ball and sticks); (C) relative energy change depending on the meta

The dinuclear Fe2(CO)6(PX)2 derivatives were reported to adopt
ifferent geometries and electronic states (tetrahedrane, “butter-
y” diradical or planar rhombus) depending on the molecular
nvironment of the complex and were correctly represented with
ybrid calculations [84].

Dimerization of metal species (and formation of larger aggre-
ates) in solution in some cases enhances chemical reactivity
r catalytic activity, while in the other cases it is a pathway
f deactivation. A good representative example of the latter for
o-mediated nitrogen activation was reported in the ONIOM

tudy [36]. It was shown that dimerization of catalytically active
Mo(NRPh)3] complex to form [(NRPh)3Mo Mo(NRPh)3] dimer
trongly depends on the ligand. For the smaller R groups the dimer-
zation step is exothermic and provides strong driving force for
his transformation, but in the case of larger peripheral ligands the
imerization step becomes endothermic [36]. When dimerization
tep involving the metal species is unlikely, nitrogen coordina-
ion and activation should proceed more efficiently. Experimental
vidence of catalyst deactivation due to polymerization of metal
pecies was also reported for catalytic C–X bond-formation reac-
ions [78–80].

Theoretical calculations at the ONIOM(DFT:UFF) level were
hown to provide reliable description for the other bimetallic sys-
ems involving the Ru–Sn and Os–Sn bonded structures [85].

Supramolecular organization of the metal species in solution is
nother important option to be considered in order to understand
he reactivity of complexes and selectivity of chemical transforma-
ions. The studies of explicit interactions with solvent molecules
rovide the necessary information concerning stabilization of the
etal species and availability of active sites to interact with reac-
ants. A combination of hybrid QM:MM Car-Parinello and classical
olecular dynamics simulations was carried out to investigate

queous solvation of the [Ru(bpy)3]2+ cation [86]. The first hydra-
ion shell was found to involve ca. 15 water molecules in hydrogen
onded chains. The water molecules were intercalated between
); (B) ONIOM partitioning and selected optimized geometry parameters (high-level
al distance [83].

the bpy ligands and preserved highly dynamic structure with
the characteristic water-exchange time of 12 ps [86]. Structure
forming properties of the metal ions were demonstrated even in
the second shell. Calculated mean residence time for the water
molecules in the second shell of UO2

2+ and TiO+ was 5.5 ps [87]
and 3.6 ps [88], respectively, which was much higher than the value
for pure water (1.7 ps). QM:MM molecular dynamics simulations
were shown to provide appropriate description of the aggregates
formation and their interaction with solvent molecules [89]. The-
oretical molecular dynamics study of hydration of the HgI dimer
has shown that about four ligands were bound to each of the mer-
cury atoms in Hg2

2+ and the water molecules exchange took place
in the picoseconds timescale [90]. A geometrical isomerization of
less stable cis-diaquotriamminezinc(II) complex to a more stable
trans-derivative was observed after 11.5 ps during the molecular
dynamics simulations in aqueous solution at QM:MM level [91].

2.4. Modelling reactions on the surfaces

Reactions on the surface and heterogeneous catalysis (with sup-
ported and immobilized catalysts) are the area of active application
of hybrid quantum chemical methods. Placing catalyst active site,
some parts of the surface and the reactants into the higher layer
with the rest of the surface presented into the lower layer makes
it possible to get reliable mechanistic information at reasonable
computational cost. As an example, deposition of the oxoman-
ganese water oxidation catalyst on TiO2 surface was modeled at
ONIOM(B3LYP:UFF) level (Fig. 7) [92]. Binding of the manganese
complex to the surface was characterized with calculated binding
energy of �H = −54 kcal mol−1 and resulted in several structure

rearrangements in the metal complex. In these calculations the
whole TiO2 part was treated at the molecular mechanics level, thus,
only steric effect from the support was taken into account [92].

More accurate representation of the supported systems may be
achieved if some atoms of the support (at least those involved in
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Fig. 7. Optimized geometry of the ONIOM(B3LYP:UFF) model of complex 1 a
© 2009 The Royal Society of Che

he anchoring interaction) are also included in the higher layer. This
ype of ONIOM partitioning scheme was applied to study Pd9 clus-
er anchored on a carbon nanotube and to investigate the reactivity
owards molecular hydrogen (Fig. 8) [93,94]. Calculated interaction
nergy of the Pd9 cluster and carbon nanotube was 86.8 kcal mol−1,
SSE-correction with counterpoise method lowered the value to
4.3 kcal mol−1 [93].

The energy barriers for the H2 activation on Pd9/nanotube sys-
em were 2.4–3.0 kcal mol−1 (Fig. 8) [94]. If the carbon nanotube
upport was removed from the model, the barrier of hydrogen frag-
entation on the isolated Pd9 cluster was about 5.7 kcal mol−1. The

esult indicates that hydrogen fragmentation should be easier in
he presence of support. The authors have compared the next step
diffusion of atomic hydrogen – for the isolated metal cluster and

upported cluster. In a similar way, the process was found to be
asier in the case of supported Pd9 cluster [94]. The study is related
o the mechanism of hydrogen activation and catalytic hydrogena-
ion reactions and it clearly indicates that isolated metal species
re unrealistic models for the supported catalysts.

The above mentioned values of interaction energies are of sim-
lar magnitude as the ONIOM[MP4(SDQ):UFF] calculated binding
nergies in the (H3P)2M-C60 system: 47.5 and 38.7 kcal mol−1 for

= Pt and Pd, respectively [95]. The study also reported an impor-
ant discussion concerning optimal partitioning scheme for the

ullerene molecule. With correct system partitioning almost the
ame values were obtained at the ONIOM[MP4(SDQ):B3LYP] and
NIOM[MP4(SDQ):UFF] levels: 45.5 and 47.5 kcal mol−1, respec-

ively [95].

ig. 8. (A) ONIOM (B3LYP:UFF) optimized structure of Pd9 cluster anchored on the
arbon nanotube; (B) transition state of hydrogen molecule fragmentation on the
d9 cluster supported on the carbon nanotube [94].
2009 The Royal Society of Chemistry. Reproduced with permission.
ed to TiO2 (left) and the schematic representation of the model (right) [92].
y. Reproduced with permission.

Grafting of the perhydrocarbonyl Os complex on a sil-
ica surface was shown to proceed through the �-bond
metathesis [96]. The process involved geometry change from
distorted tetrahedral structure of bisalkylidene complex
[Os( CHtBu)2(CH2tBu)2] to “butterfly” structure of alkylidyne
complex [( SiO)Os( CtBu)(CH2tBu)2] [96].

Hybrid calculations have shown very impressive potential in
understanding the mechanism of chemical transformations involv-
ing zeolites and various zeolite catalysts. The reliability of the
application of QM:MM approach was investigated for the system
with cobalt cationic sites in ferrierites [97]. QM:MM calculations
were used to study adsorption of benzene to copper in CuHY zeo-
lite [98], zeolite-supported Pd4 clusters [99], interaction of CO
with supported Au1–5 clusters [100], adsorption of Cu1–5 clusters
[101], epoxidation of unsaturated hydrocarbons with H2O2 on the
TiSi64O97H74 nanocluster [102], and catalytic benzene hydroxyla-
tion over Fe-ZSM-5 zeolite [103].

The performance of hybrid calculations was evaluated for
the models of H-FAU zeolites with 10 different combinations of
two-layer ONIOM approach involving density functional, semi
empirical, HF and MM levels [104]. The DFT:MM level was found
to provide reliable description for the studied system. Calcu-
lated interaction energies of ethylene, benzene, and ethylbenzene
were −8.7, −15.2, and −21.1 kcal mol−1 at ONIOM(B3LYP/6-
311 + +G(d,p):UFF) level for the 84T cluster, which compare well
with experimental values of −9.1, −15.3, and −19.6 kcal mol−1,
respectively. It was found that ONIOM(QM:MM) calculations on
the larger system resulted in much more realistic description than
full QM calculation on a small sized model. Unreliable interaction
energies of −8.14, −7.48, and −7.76 kcal mol−1, respectively, were
calculated with a small 3T cluster at full B3LYP level. The study pro-
vided an excellent example of importance of the lattice framework
surrounding in addition to the Brønsted group center [104].

Hybrid calculations were shown to provide reliable description
of metal-organic framework systems. The examples of theoretical
studies of molecular structures and interaction energies of MOF-
5 [105] and IRMOF-1,2,3 [106] can be mentioned in this regard.
The preliminary studies suggest that hybrid methods can provide
reasonable description of molecular environment in the complex
MOF structures.

2.5. Practical recommendations for application of ONIOM

approach

The limitations of the ONIOM approach were discussed in details
in the previous review articles [3,5,6]. Briefly, it was shown that
upon application of the ONIOM calculations one should pay a
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Table 1
Overview of the used ONIOM schemes in calculation of the different properties of transition metal complexes.

Calculations High layer Low layer Systema

Ligand geometry B3LYP/Lanl2dz UFF Phosphine ligands [24,26], NHC ligands [27]

Metal complex
structure

B3LYP/3-21G(d) UFF TiIV/CuI heteropolynuclear species [110]
B3LYP/Lanl2dz UFF Pt/As ligand [112], Pd/As ligand [112]
B3LYP/6-31G & Lanl2dz UFF Ir/salen [113]
B3LYP/6-31G(d) & Lanl2dz MM3 + UFF Zinconocene derivatives [46]
B3LYP/6-31G(d) & CEP-31G UFF Mo [114,115]
B3LYP/D95 & Lanl2dz UFF Pd9/carbon nanotube [93,94]
B3LYP/6-31G(d,p) & Lanl2dz(f) UFF Pt2Ag/phosphine [82]
B3LYP/6-311G(d) UFF Fe2(CO)6(PX)2 [84]
B3LYP/6-311 + G(d) UFF Fe [118]
B3PW91/6-31G(d) & Lanl2dz UFF Zr/(N,N,N) [116]
B3PW91/6-31G(d,p) & SDD UFF Ru [119]
B3PW91/6-31G(d,p) & SDD(f) HF/4-31G & Lanl2dz Ru/hydride [31]
B3PW91/D95 & Lanl2dz UFF Ru–Sn [85], Os–Sn [85]
CASSCF/cc-pVDZ & SDD B3LYP CrII/dinuclear complex [83]
CASSCF/CEP-31G(d) MM3 Cu/nitrene [108]
MP4(SDQ)/6-31G & Lanl2dz UFF Pd/C60 [95], Pt/C60 [95]
MP4(SDQ)/6-31G & Lanl2dz B3LYP/6-31G & Lanl2dz Pt/C60 [95]
MRMP2/cc-pVDZ & SDD B3LYP CrII/dinuclear complex [83]

Reaction mechanism HF/Lanl2dz & 6-311G(d,p) & STO-2G MM3 Pt/phosphine [34,35]
B3LYP/6-31G(d) LSDA/Lanl2mb Co/carbonyl [33]
B3LYP/6-31G(d) UFF Co/carbonyl [33], Ni [44], Ni/diphosphine [64]
B3LYP/6-31G(d) & Lanl2dz HF/Lanl2mb Pd/phosphine [60–62]
B3LYP/6-31G(d) & SDD(f) UFF Rh/xanthene ligand [49]
B3LYP/6-31G(d) &Lanl2dz HF/3-21G & Lanl2dz Mo/N ligands [36]
B3LYP/6-31G(d,p) & Lanl2dz HF/Lanl2mb Ir/NHC [47], Ru/phosphine [55], Os/phosphine [55]
B3LYP/6-31G(d,p) & Lanl2dz UFF Ti/Cp* [45]
B3LYP/D95 & Lanl2dz UFF Pd9/carbon nanotube [94]
B3LYP/CEP-31G HF/Lanl2mb Zr/(P,N) [41]
B3LYP/CEP-31G UFF Zr/(P,N) [41]
B3LYP/6-311G(d) & SDD B3LYP/Lanl2dz Pd/phosphine [29]
B3LYP/6-311G(d) & SDD HF/Lanl2mb Pd/phosphine [29]
B3LYP/6-311G(d,p) & Lanl2dz HF/Lanl2mb Ru/phosphine [56]
B3PW91/6-31G(d) & SDD(f) UFF Zr/(N,N,N) [63]
B3PW91/6-31G(d,p) & SDD(f) B3PW91/3-21G Os/silica [96]
B3PW91/6-31G(d,p) & SDD(f) HF/4-31G & Lanl2dz Ru [81]
B3PW91/6-31G(d,p) & SDD(f) HF/4-31G & Lanl2dz Ti/imido alkyl complex [52]
BHandH/6-31G(d) & Lanl2dz UFF Ir/Tp′ [48], Ir/Tp′ [51]
BP86/6-31G(d,p) & SDD HF/Lanl2mb & 6–31G Ru/NHC [28],
BP86/tz + p & dz + p Sybyl/TRIPOS MM Zr/zirconocene [53], Pd/phosphine [124]
PW91/D95 & Lanl2dz UFF Mn/porphyrin [50]
TPSS/6-31G(d) & Lanl2dz UFF Ti [54]
CCSD(T)/6-31G(d) &Lanl2dz B3LYP/6–31 + G(d,p) & Lanl2dz Mo/N ligands [36]
MP2/6-31G(d) & SVP HF/3-21G Zn [43]

Modeling of surfaces
and complex
frameworks

MP2/6-31G(d,p) HF/6-31G(d,p) MOF-5 [105]
HF/6-31G PM3 IRMOF-1,2,3 [106]
B3LYP/dz UFF Mn/TiO2 [92]
BP86/tzvp & cc-pVTZ-PP Gulp-MM Cu/zeolite [98]
B3LYP/tzvp & cc-pVTZ-PP Gulp-MM Cu/zeolite [98]
B3LYP/6-31G(d,p) & Lanl2dz UFF Pd4/zeolite [99], TS-1 [102]
BPW91/D95 & Lanl2dz UFF Au1–4/zeolite [100], Cu1–4/zeolite [101]
B3LYP/D95(d,p) & Lanl2dz UFF Fe-ZSM-5 [103]
BPW91/6-311 + G(d,p) & Lanl2dz UFF Au1–4/zeolite [100], Cu1–4/zeolite [101]
B3LYP/6-311 + +G(d,p)b UFFb H-FAU zeolite [104]

Enantioselective
reactions

B3LYP/6-31G(d) UFF Cu/quinoline [65]
B3LYP/6-31G(d) HF/STO-3G Ti [73]
B3LYP/6-31G(d) & Lanl2dz UFF Cu [66]
B3LYP/Lanl2dz HF/Lanl2mb:UFFc Rh/phosphine [69,70]
B3LYP/D95(d) & Lanl2dz MM3 Rh/phosphine [71]
B3LYP/6-311 + +G(d,p), 6-31G(d) & Lanl2dz(f) UFF Ru/phosphine [67]
B3PW91/6-31G(d,p) & SDD UFF Rh/phosphine [68]

ils.

s
g
“
a
t
a

a Details of structures of the used ligands and reactants are omitted for clarity.
b Several other levels were also studied, see the provided reference for more deta
c Three-layers were considered within the ONIOM approach.

pecial attention: (a) to the partitioning of the system under investi-

ation, (b) to the choice of high-level and low-level methods for the
model” and “real” parts of the system, (c) to the use of electronic
nd mechanical embedding techniques, (d) to evaluate the S-value
est, and more [3,5,6]. In this review, we will not repeat these well-
nalyzed aspects of the ONIOM, but will present a few examples
that clearly demonstrate these points of review, and outline a best

strategy in the use of ONIOM technique.

At first, let us mention, once again, that the chosen high-level
and low-level methods in ONIOM should be applicable to the
“model” and “real” systems. In Table 1, we summarize the widely
used combinations of the high-level and low-level methods in the
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Table 2
Activation (�E /= ) and reaction (�E) energies (in kcal mol−1) of the C–C coupling
reactions (1 → 2-TS → 3)a calculated at the ONIOM(B3LYP/BSI:B3LYP/Lanl2dz)b

(A), ONIOM(B3LYP/BSI:B3LYP/Lanl2dz)//ONIOM(B3LYP/BSI:HF/Lanl2mb) (B) and
ONIOM(B3LYP/BSI:HF/Lanl2mb) (C) levels of theory [29].

No. Initial complex 1 �E /= /�Ec

A B C

1 Pd(PPh3)2(CH3)2 22.5/−38.4 23.1/−39.2 23.9/−34.5
2 Pd(PPh3)2(CH CH2)2 3.9/−41.9 3.7/−44.2 5.3/−36.8
3 Pd(PPh3)2Ph2 7.8/−42.4 9.7/−43.2 11.4/−35.2
4 Pd(PPh3)2(C CH)2 13.0/−23.3 13.3/−24.1 15.3/−16.2

a The C–C coupling reaction and partitioning scheme are shown in Scheme 2
(L = PPh3).

b)
16 V.P. Ananikov et al. / Journal of Molecul

iterature to study chemistry of the transition–metal systems. As we
an see from this table, the majority of these approaches use the
opular DFT methods as a high-level (or as a QM-level) approach,
hile the application of other quantum chemical methods, such as
CSD(T), MP2, MP4 and CASSCF, was also reported. The molecu-

ar mechanics method at the UFF level and the HF method with
he small basis sets were utilized most frequently as low-level

ethods. However, as it was demonstrated in several theoretical
tudies that popular DFT approach may not be applicable to spe-
ific problems of certain transition–metal systems [11]. Therefore,
ne should be very careful in use of DFT, in general, and some spe-
ific density functionals, in particular, as a high-level method in
NIOM.

Indeed, it was demonstrated that the use of DFT and other QM
ethods in ONIOM(QM:MM) for the transition metal systems with

–H· · ·�-stacking interactions may lead to rather large differences
n the calculated energetic of the system [68]. This was a result of
oor performance of the conventional DFT approaches in describ-

ng of the weak C–H· · ·�-stacking interactions compared with
CSD(T) or MP2 techniques. It was reported the better agreement
etween the calculated and experimental values of the energy bar-
iers was obtained only after applying the MPW2PLYP functional,
hich includes MP2 correction, as a high-level method in ONIOM

68]. The performance of the ONIOM calculations to describe
he systems with H-bonding interactions was also discussed
107].

Similarly, the DFT and CASSCF methods were shown to pro-
ide different description of the lower-lying electronic states of the
u/nitrene system; relatively inexpensive DFT calculations indi-
ated that a triplet was a ground state, while the expensive CASSCF
alculations resulted in a singlet ground state [108]. Flexible nature
f the hybrid approaches allows to apply CASSCF technique as a
igh-level method in ONIOM to study the real-sized system and
valuate all possible effects on the relative stability of the lower-
ying electronic states of this system [108].

Single point energy calculations (at the ONIOM (BLYP:UFF) opti-
ized geometries) of Pt complexes at the LMP2 and M06 levels

109] were resulted in up to 20 kcal mol−1 difference with ONIOM
BLYP:UFF) energies [82].

Meantime, ONIOM (B3LYP/3-21G(d):UFF) approach was
eported to provide acceptable geometry for TiIV/CuI heteropolynu-
lear species [110]. In spite of computational efficiency of such
mall basis set, it cannot be recommended to use extensively
ithout being carefully evaluated for the given transition metal

ystems.
A failure of the ONIOM (B3LYP:UFF) method to locate some of

he transition states was reported for the Rh-catalyzed hydroacy-
ation reaction [111]. Here, the applicability of the used B3LYP and
FF methods and utilized partitioning scheme of the entire system
re the first things to be checked.

Next, we would like to discuss the reliability of hybrid calcula-
ions related to the metal-containing systems. The comparison of
he X-ray and calculated geometry parameters by the hybrid meth-
ds was reported for the Pt [29], Ir [47], Ni [64], Pt [82], Ru [81,119],
o [117], Fe [118], complexes and several other systems. Generally,
ith the correct choice of the partitioning scheme and reliable the-

ry levels the hybrid approach provides a good agreement between
he calculated and X-ray structural data. Noteworthy, the ONIOM
pproach was successfully utilized to refine the experimental data,
ince results of X-ray analysis left unanswered several structural
otives of the system [118–120].

Conformational flexibility of the ligands should be taken into

ccount when comparison of optimized and experimentally deter-
ined geometries is carried out. For example, different orientations

f Ph and Cy groups in the PPh3 and PCy3 ligands may have a simi-
ar effect on geometry as the ligand effect. These observations were
b BSI corresponds to a combination of 6-311G(d) and SDD bases sets.
c The �E /= and �E values for each case are given before and after the slash symbol,

respectively.

confirmed by X-ray studies for the metal complexes crystallized in
different conformations [29].

In some cases ONIOM calculated geometries of the complexes
and transition states were used as starting points for full QM inves-
tigations [48,121,122]. Such strategy is advisable if a systematic
search and evaluation of several isomers and reaction pathways
have to be performed at computationally expensive QM level [123].

The choice of the low-level method in the ONIOM studies is
as important as the choice of the high-level approach, discussed
above. As seen in Table 1, in majority of ONIOM schemes used for
transition metal system the various MM approaches were utilized
as a low-level approach. Although the use of MM methods in these
calculations was helpful to analyze steric effects, purely molecular
mechanics treatment may lead to wrong description of the reac-
tion energies, as well as the reaction pathways, because of lack of
possible electronic effects from the “real” part of the system [124].
Furthermore, one should pay a special attention to electronic and
mechanical embedding schemes in the QM:MM approach [3–9].

One of the ways to enhance the predictive power of ONIOM
approach and overcome deficiency of the adopted MM methods
as a low-level method, is the single point QM calculations of the
entire system at the ONIOM (QM:MM)-optimized geometries. Such
strategy was successfully applied to study Ir [47,51], Ti [52,73], Zn
[43], Ru [28], Pd [29,93], and Os [96] complexes and several other
systems. Often for the single point calculations the same level was
utilized as for the higher layer in the ONIOM calculations.

Another strategy is the use of the HF method with a small
basis set or a semiempirical SCF method as a low-level method in
ONIOM studies. This strategy was proven to be reliable in the study
of a series of C–C coupling reactions, 1 → 2-TS → 3, calculated on
Pd complexes (see Scheme 3 and Table 2) [29]. Potential energy
surface of these reactions were calculated at the three differ-
ent level of theory: ONIOM(B3LYP/BSI:B3LYP/Lanl2dz) level (A),
ONIOM(B3LYP/BSI:B3LYP/Lanl2dz)//ONIOM(B3LYP/BSI:HF/Lanl2m
level (B) and ONIOM(B3LYP/BSI:HF/Lanl2mb) level (C). It was found
that approaches A [with low-level = B3LYP/Lanl2dz for geometry
optimization] and C [with low-level = HF/Lanl2mb for geom-
etry optimization] provide similar results. While approach
B, i.e. single point ONIOM (B3LYP/BSI:B3LYP/Lanl2dz) cal-
culation at the ONIOM (B3LYP/BSI:HF/Lanl2mb) optimized
geometries, improves significantly the energetics of the reaction
compared to the level C. Thus, geometry optimization at the
ONIOM(B3LYP/BSI:HF/Lanl2mb) level and single point energy
calculations at the ONIOM(B3LYP/BSI:B3LYP/Lanl2dz) level could
be a better strategy to obtain a reliable description of energies of

the studied reactions at low computational costs.

ONIOM method in combination with PCM approach, called as
an ONIOM-PCM, can be utilized to study media effect to the calcu-
lated properties of the transition metal systems [125] or to apply
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NIOM-PCM calculations and QM:MM molecular dynamics simu-
ations [86]. More simplified approach involves single point PCM
alculations using ONIOM optimized geometry [28,50,73,82].

It is well established that one should pay a special attention to
he charged species. If the charge of the metal complex under inves-
igation changes during the reaction, gas-phase and solution phase
tudies may result in 20–50 kcal mol−1 difference in the calculated
nergies [126]. If the formal change of the metal complex under
nvestigation does not change during the reaction, the difference
n the gas-phase and solution phase calculated energies could be

ithin ∼10 kcal mol−1, as it was shown for the reaction involving
nionic zerovalent Pd and Pt species [127].

The reliable performance of the hybrid computational approach
o study solution state structures and their relative stability
as reported by comparing theoretical calculations with NMR

xperiments in solution employing NMR diffusion measurements,
XSY experiments and nuclear Overhauser effect measurements
68,81,82,107].

To summarize, the above-presented examples clearly demon-
trate the importance of the choice of high-level and low-level
ethods in the ONIOM approach. It is advisable to test high-level
ethod for the model system before using it as a high-level method

n ONIOM scheme, most preferably using the S-value test. Similarly,
t is of utmost importance to test low-level method for the real
ystem (or part of that) before using it as a high-level method in
NIOM scheme. Considering rapid development of computational
erformance and increasing availability of multi-CPU systems, we
nticipate frequent usage of more accurate quantum mechanical
ethods in addition to popular DFT calculations (at least in the

igh layer).

.6. Brief review on some new developments in hybrid
alculation methodology

In this part of the review we briefly highlight new algorithms
nd method developments in the area of hybrid calculations, which
ay find potential application in the nearest future to solve impor-

ant chemical problems. The literature considered is limited only
o the time period covered in the present review and reflects very
ecent trends. More comprehensive description on the numerical
lgorithms and theoretical approaches is available in the previous
eviews [3–6,16–21].

The global reaction route mapping (GRRM) method based on
nharmonic downward distortions (ADD) transition state (TS)
earch algorithm has been a very powerful tool for searching all (if
ecessary) TSs and intermediates systematically. It uses the ADD to
nd a TS from a local minimum and the intrinsic reaction coordinate
IRC) to find a local minimum from a TS and repeat this cycle until
xhausted [128]. This method has successfully been applied to find
ll transition states for eight possible stereospecific pathways in
he [RuCl2-((R)-BINAP)]-catalyzed asymmetric hydrogenation (see
ection 2.2) [67]. The original GRRM method is exhaustive but quite
omputer-time demanding for large molecular systems. Several
ptions for less exhaustive search have been developed. One of
hem combines the GRRM method with the micro-iteration tech-
ique, in which the region directly not involved in reaction can be
xcluded from the TS search and is very convenient for TS search in
ombination with the ONIOM method [129]. The advantage of ADD
alculations is to find out reaction channels automatically, exclud-
ng from consideration the regions which are not related to reaction

athways.

The other method development to deal with asymmetric reac-
ions includes the Q2MM force field and its application for
tudying rhodium catalyzed asymmetric hydrogenation of enam-
des [130,131].
alysis A: Chemical 324 (2010) 104–119 117

The performance of the large-scale parallel QM:MM calculations
with coupled cluster formalism applied in the high level was evalu-
ated for hydrated zinc-porphyrin system (30 Å box with 869 water
molecules) [132]. A good scalability with the factors of 1.92 and
1.94 was observed for 256–512 CPUs, somewhat lower speedup
values of 1.66 and 1.74 were found for 512–1024 CPUs [132]. Novel
QM:MM molecular dynamics approach was utilized to investigate
microsolvation of the zinc ion in aqueous solution [133]. In the
developed model the overall system was partitioned into the QM
region of variable size and a remaining MM region. Within this
model even computationally inexpensive DFT method provided
very good agreement with experimental data [133].

The performance of DFTB as low level quantum mechanical layer
was evaluated within the two-layer ONIOM method [134–136]. The
ONIOM(DFT:DFTB) combination was reported as good choice with
an inexpensive low level method.

A two-layer ONIOM(QM:MM) calculations on PR3 ligands, fol-
lowed by molecular electrostatic potential analysis were suggested
as a simple and useful method for evaluating the steric effect of
the phosphine ligand [137]. The scope and the limitations of this
approach were discussed in the literature [138–141].

Improved capping potentials for hybrid QM:MM calculations
were developed to produce more accurate NMR chemical shifts
[142]. A combination of molecular dynamics simulations and two-
layer ONIOM method was used to calculate 1H NMR chemical shifts
in solution using the GIAO approximation [143]. Modified carbon
pseudopotential for ONIOM calculations of metallocenes was pro-
posed and showed to increase the accuracy in the calculations
of stretching frequencies [144]. Within the ONIOM framework a
QM:QM electronic embedding scheme based on Mulliken atomic
charges to define the embedding potential was described [145,146].
Accurate bond dissociation enthalpies were predicted by the
ONIOM-G3B3 method [147]. A possibility to improve the efficiency
and accuracy of QM:MM calculations in prediction of physico-
chemical properties of molecular systems was discussed [148].

Several approaches are under development to compute free
energy surfaces. A QM:MM minimum free energy path (QM:MM-
MFEP) method was developed to calculate the free energies of large
systems in solution with enhanced efficiency [149]. A combination
of the QM:MM method with the theory of energy representation
(QM:MM-ER) was reported to compute free energy change for
chemical reactions in condensed phases [150]. Some other meth-
ods to deal with efficient and accurate free energy calculations have
also been published recently [151–155]. A method for generation of
potential energy function in the presence of an electrostatic poten-
tial was developed aimed to model chemical reactions in solution,
in an enzyme, nanocavity, or other chemical environment [156].

3. Summary

According to recent experimental studies in many cases the
metal complex added to the catalytic reaction can be considered
only as a catalyst precursor. The actual catalyst is formed in reac-
tion media upon interaction with reactants, solvents, etc., and the
structure of the actual catalyst can be quite different from the pre-
cursor. Theory may have to decide what is actually reacting. We
believe that theoretical chemists should accept this challenge and
contribute to better understanding of catalytic reactions in the way
only theory can provide.

To this end a new area of computational research should be
developed dealing with in situ formed aggregates, clusters and

supramolecular structures involving metal species. Formation of
aggregates and clusters may enhance the reactivity. At the same
time, there are well-established examples where dimerization or
polymerization of metal species can also result in catalyst deactiva-
tion. Clearly, a dual role of transition metal complexes dimerization
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aggregation) should be further characterized in more details. Con-
idering large size and increasing complexity of such systems
ybrid theoretical approaches should be the methods of choice for
he computational studies.

Although some theoretical studies have been carried out to elu-
idate the origins of enantioselectivity at the most fundamental
evel, considering the importance of this subject, more theoretical
tudies should be focused on this topic. The scope and reliability of
he hybrid calculations discussed in the present review allows to
laborate subtle differences in the structure and energy of different
ransition states leading to different enantioselective products. In
he advent of new TS search methods like GRRM, it is now becom-
ng possible to systematically find and compare all the possible
nantioselective transition states in complex transition–metal-
atalyzed reactions.

Dynamical effects of the ligand environment and the reactant
ubstituents may significantly affect the reactivity of the metal
omplexes and selectivity of chemical transformations. We believe
hat MD simulations will provide new insights into fundamental
nderstanding of catalytic reactions. In the MD simulations the
eal-size molecules need to be considered for correct representa-
ion of the environment. Since a massive amount of calculations is
equired in MD runs, the ONIOM or other hybrid methods are the
ethods of choice and one has to pay attention to careful selection

f layers and theory levels.
We end our brief review article by summarizing the three chal-

enges in modern transition metal chemistry and catalysis which
eed to be studied rigorously in the coming years: (i) actual metal
pecies, aggregates, clusters, supported catalysts and particles that
eally exist and play role in the reactions, rather than simple
ononuclear classic models; (ii) dynamic nature of the catalytic

eactions in addition to the static structures and activation barri-
rs; and (iii) the detailed mechanism of enantioselective reactions
nd the origins of enantioselectivity.
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